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ABSTRACT. We present an optimal version of Descartes’ rule of signs to bound the number of positive real roots of a sparse system of polynomial equations in \( n \) variables with \( n + 2 \) monomials. This sharp upper bound is given in terms of the sign variation of a sequence associated to the exponents and the coefficients of the system.

1. INTRODUCTION

Given a univariate real polynomial \( f = c_0 + c_1 x + \cdots + c_r x^r \), Descartes’ rule of signs, proposed in 1637, asserts that the number of positive roots of \( f \), counted with multiplicity, does not exceed the sign variation \( \text{sgnvar}(c_0, \ldots, c_r) \) of the ordered sequence of its coefficients. This integer \( \text{sgnvar}(c_0, \ldots, c_r) \) is defined as the number of distinct pairs \((i, j)\) of integers between 0 and \( r \) which satisfy that \( c_i \cdot c_j < 0 \) and \( c_\ell = 0 \) for any index \( \ell \) with \( i < \ell < j \). This bound is extremely simple and it is sharp in the following sense: if the signs of the coefficients are fixed in \( \{0, \pm 1\} \) (with the convention that 0 has sign 0), then one can choose absolute values of the coefficients such that the bound is attained.

Little is known in the multivariate case. We refer the reader to the article [1], where a multivariate rule of signs is obtained in the following setting. Fix an ordered exponent set \( \mathcal{A} = \{a_0, a_1, \ldots, a_{n+1}\} \subset \mathbb{Z}^n \) of cardinality \( n + 2 \). For any coefficient matrix \( C = (c_{i,j}) \in \mathbb{R}^{n \times (n+2)} \), consider the sparse polynomial system in \( n \) variables \( x = (x_1, \ldots, x_n) \) with support \( \mathcal{A} \):

\[
    f_i(x) = \sum_{j=0}^{n+1} c_{i,j} x^{a_j} = 0, \quad i = 1, \ldots.
\]

We denote by \( n_{\mathcal{A}}(C) \) the number of positive solutions of (1.1) counted with multiplicity. We will make throughout the text the natural hypotheses that the rank of \( C \) equals \( n \) and that the convex hull of \( \mathcal{A} \) is of dimension \( n \). Under these assumptions, Proposition 2.12 in [1] gives a checkable condition for \( n_{\mathcal{A}}(C) \) to be finite. The problem is to find a sharp upper bound for \( n_{\mathcal{A}}(C) \), when it is finite, in the spirit of Descartes’ rule of signs. Such an upper bound was given in Theorem 2.9 in [1]; however, this bound is not sharp for any given support \( \mathcal{A} \) as in the classical Descartes’ rule of signs, see [1, Example 5.2] for instance. We provide an upper bound which is sharp for any given support \( \mathcal{A} \) in Theorem 2.4.
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A first question is under which transformations of $A$ and $C$ is $n_A(C)$ invariant. If we multiply the coefficient matrix $C$ on the left by an invertible $n \times n$ real matrix $M$, we get an equivalent system and, thus, $n_A(C) = n_A(M \cdot C)$. Therefore, this quantity only depends on the linear span of the rows of $C$ and thus a sharp upper bound should depend on the Plücker coordinates of this subspace, which are given by the maximal minors of $C$. A second observation is that if we multiply all the polynomials by a monomial $x^b$, then we do not change the set of solutions in the torus $(\mathbb{C}^*)^n$. Moreover, the number of these solutions (and also the number of positive solutions) is invariant under an invertible monomial change of variables in the torus. Thus, $n_A(C)$ is an affine invariant of $A$. We can express this invariance considering the matrix $A \in \mathbb{Z}^{(n+1) \times (n+2)}$ whose columns are the vectors $(1, a_j) \in \mathbb{Z}^{n+1}$ for all $a_j \in A$:

\begin{equation}
A = \begin{bmatrix}
1 & \cdots & 1 \\
a_0 & \cdots & a_{n+1}
\end{bmatrix}.
\end{equation}

So, $n_A(C)$ should also depend on the maximal minors of $A$. Note that the hypothesis that the convex hull of $A$ is of dimension $n$ is equivalent to the fact that the matrix $A$ has maximal rank $n + 1$.

In fact, $n_A(C)$ is also invariant after a renumbering of $A$, if the same permutation is applied to the columns of $C$. This transformation could only change in the same way the signs of the minors of $A$ and $C$.

Theorem 2.9 in [1] gives an upper bound in terms of the sign variation of a sequence that depends on sums of minors of $A$ prescribed by signs of minors of $C$. One interesting consequence is Theorem 3.3 in [1] which shows that the combinatorics of the affine configuration of the exponents restricts the maximum possible value of $n_A(C)$ for any $C$. Consider for instance the case $n = 2$. When $A$ is a circuit, that is, when we have four points such that no three of them lie on a line, there are two possible combinatorial configurations, depicted in Figure 1: either the four points are the vertices of a quadrilateral or one point lies inside the convex hull of the others. In this second case (or if $A$ is not a circuit but consists of four points with three of them on a line), we have that $n_A(C) \leq 2$ for any $C$ for which $n_A(C)$ is finite, while for circuits in the first case the upper bound might be 3 depending on $C$. Moreover, $n_A(C) \leq 2$ in any dimension $n$ when one of the points in the configuration $A$ lies inside the convex hull of the remaining $n + 1$ points.

![Figure 1](image1.png)

Figure 1. The two possible combinatorial circuits in the plane

Another observation is that solutions in the torus do not change if we multiply each polynomial by a possibly different monomial. To understand this former
invariance of $n_A(C)$, consider the associated Cayley matrix $A \ast \cdots \ast A$ in $\mathbb{Z}^{2n \times (n+2)n}$:

$$A \ast \cdots \ast A = \begin{pmatrix} 1 & \cdots & 1 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ 0 & \cdots & 0 & 1 & \cdots & 1 & \cdots & 0 & \cdots & 0 \\ 0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ A' & A' & \cdots & A' \end{pmatrix},$$

where $A' \in \mathbb{Z}^{n \times (n+2)}$ is the matrix with columns $a_0, \ldots, a_{n+1}$. So, $n_A(C)$ is also invariant under left multiplication of $A \ast \cdots \ast A$ by an invertible matrix and our bound should then depend on the maximal minors of this Cayley matrix. Note that multiplication of each equation by a possibly different monomial and performing the same invertible monomial change of coordinates for all equations corresponds to left multiplication of $A \ast \cdots \ast A$ by an invertible matrix. By a Laplace expansion starting with the upper $n$ rows, we see that all maximal minors of $A$ occur as appropriate maximal minors of $A \ast \cdots \ast A$ and that any maximal minor of $A \ast \cdots \ast A$ is a linear combination with coefficients in $\{0, 1, -1\}$ of maximal minors of $A$.

Our main result Theorem 2.4 gives a Descartes’ rule of signs in terms of the sign variation of a sequence of minors of the Cayley matrix, defined and ordered according to the maximal minors of $C$. Section 2 is devoted to present and prove this result. We show in Lemma 2.13 that our bound does not exceed the normalized volume $\text{vol}_{\mathbb{Z}^n}(A)$, which is a bound for the number of isolated positive solutions coming from Bernstein-Kouchnirenko theorem.

We present here weaker versions of our results that are easier to state. For this, consider any matrix $B \in \mathbb{Z}^{(n+2) \times 1}$ which is a Gale dual of $A$. This means that the column vector $(b_0, \ldots, b_{n+1})^\top$ of $B$ is a basis of the kernel of $A$. So, up to a multiplicative constant,

$$b_j = (-1)^j \det(A(j),$$

where $A(j)$ denotes the square matrix obtained by deleting from $A$ the $j$th column. Let $\mathcal{S}_{n+2}$ denote all permutations of $\{0, \ldots, n+1\}$. For any $\sigma \in \mathcal{S}_{n+2}$, let $b_\sigma = (b_{\sigma_0}, \ldots, b_{\sigma_{n+1}})$ be the sequence which consists of the coefficients of $B$ ordered with respect to $\sigma$. Then, [1, Theorem 2.9] implies that when $C$ is a uniform matrix (i.e. all maximal minors of $C$ are nonzero) the following inequality holds:

$$n_A(C) \leq \max_{\sigma \in \mathcal{S}_{n+2}} \text{sgnvar}(b_\sigma).$$

In this paper, we optimize this result as follows. Define the sequence

$$\mu_\sigma = (\mu_0, \ldots, \mu_{n+1}), \quad \text{with} \quad \mu_j = \sum_{k=0}^j b_{\sigma_k},$$

These sums correspond to maximal minors of $A \ast \cdots \ast A$. We prove in Theorem 2.4 and Proposition 2.12 that for any uniform matrix $C$, the following sharper inequality holds:

$$n_A(C) \leq 1 + \max_{\sigma \in \mathcal{S}_{n+2}} \text{sgnvar}(\mu_\sigma).$$

Actually, both results are stronger than (1.5) and (1.6) because when the coefficient matrix $C$ satisfies the necessary condition (2.1) for $n_A(C)$ to be positive, we can associate to it a single permutation $\sigma$ without taking the maximum. Moreover, for general matrices $C$ of rank $n$ the sequences $b_\sigma$ and $\mu_\sigma$ need to be replaced by
Figure 2. The sign variations of $\mu_\sigma$ correspond to positively decorated mixed cells of the mixed subdivisions.

Further sums of their coefficients described in Definition 2.3, which depend on the pattern of minors of $C$ that vanish.

We show that our new bound always refines the bound in [1] and that it is sharp in the following sense: for any configuration $\mathcal{A}$ there exists a matrix $C$ such that $n_{\mathcal{A}}(C)$ equals the bound we give in Theorem 2.4.

We prove this in Theorem 3.4, where we moreover relate the sums of minors for which the sign variation is increased with volumes of mixed cells positively decorated by $C$ in an associated mixed subdivision. Section 3 is centered around this second main result. We show that coefficient matrices for which the upper bound is attained might be obtained by Viro’s method [11].

Example 1.1. Let $n = 2$ and consider the three configurations:

\[
\mathcal{A}_1 = \{(0,0), (1,0), (1,2), (0,1)\}, \quad \mathcal{A}_2 = \{(0,0), (1,0), (1,1), (0,1)\}, \quad \text{and} \quad \mathcal{A}_3 = \{(0,0), (3,0), (0,3), (1,1)\}.
\]

Figure 2 depicts a mixed subdivision of each of the Minkowski sums $\mathcal{A}_i + \mathcal{A}_i$, $i = 1, 2, 3$. Notice that for the support set $\mathcal{A}_2$, any mixed subdivision has at most two mixed cells. In the other two cases, we show three mixed cells. But we will see in Example 3.1 that if we consider $\mathcal{A}_3$, only two of the three mixed cells can be decorated by any matrix $C$. This is coherent with our previous observation that $n_{\mathcal{A}_3}(C)$ cannot exceed 2.

A lower bound for $\max_C n_{\mathcal{A}}(C)$, also based on regular subdivisions of the Minkowski sum $\mathcal{A} + \cdots + \mathcal{A}$ and Viro’s method, was obtained in [7] for any value of $n$ and $m$. These degeneration methods don’t seem to be able to give an upper bound for $n_{\mathcal{A}}(C)$ beyond the case $n = 1$ or the case $m = n + 2$ we solve here.

We end the paper with the description of the moduli space of circuits in the plane which are the support of bivariate polynomial systems according to the maximal number of positive solutions.

All our main results and proofs are also valid in case the configuration $\mathcal{A}$ of exponents is real.

Acknowledgment: We are grateful to the referee for several interesting comments; in particular, for pointing out that inequality (2.16) could be interpreted as a discrete version of Rolle’s theorem on $R/kZ$. 
2. Descartes' rule of signs for circuits

As we mentioned in the introduction, we will consider a configuration $A = \{a_0, a_1, \ldots, a_{n+1}\}$ in $\mathbb{Z}^n$ such that the convex hull of $A$ in $\mathbb{R}^n$ is $n$-dimensional. In this section we present our optimal Descartes' rule of signs in Theorem 2.4 and we show in § 2.1 that this bound improves the previous bound in [1].

We will restrict our study to the case in which $A$ is a circuit, that is, when the configuration is minimally affinely dependent. In terms of the matrix $A$ in (1.2) this condition means that all maximal minors of $A$ are nonzero. Equivalently, all entries of a Gale dual $B$ of $A$ are nonzero by (1.4). We refer the reader to Section 2 in [1] for the easier case when this does not happen.

Given a coefficient matrix $C = (c_{i,j}) \in \mathbb{R}^{n \times (n+2)}$, there is a basic necessary condition for the existence of at least one positive solution of the system (1.1). Let $C_0, \ldots, C_{n+1} \in \mathbb{R}^n$ denote the column vectors of the coefficient matrix $C$. Given a solution $x \in \mathbb{R}_0^+$, we have that $(x^{a_0}, \ldots, x^{a_{n+1}})$ is a positive vector in the kernel of $C$ and so necessarily the origin lies in the positive cone generated by the columns of $C$:

\begin{equation}
0 \in \mathbb{R}_0^+ C_0 + \cdots + \mathbb{R}_0^+ C_{n+1}.
\end{equation}

This condition depends on signs of minors of $C$.

As we mentioned, we will assume that the rank of $C$ is maximum. A Gale dual of the matrix $C$ is given by a $(n+1) \times 2$ real matrix $P$ whose columns are a basis of the kernel of $C$. In this case, we will denote by $P_0, \ldots, P_{n+1}$ the row vectors of $P$. The configuration $\{P_0, \ldots, P_{n+1}\}$ is a Gale dual configuration to the configuration $C_0, \ldots, C_{n+1}$ of columns of $C$; it is unique up to linear transformation. The translation of the necessary condition (2.1) to the Gale dual side is the following. Any vector in the kernel of $C$ is of the form $P \cdot v$. Then, the existence of a positive vector annihilated by $C$ is equivalent to the existence of a vector $v$ such that

\begin{equation}
\langle P_j, v \rangle > 0, \text{ for all } j,
\end{equation}

that is, $P_0, \ldots, P_{n+1}$ lie in an open halfspace. In what follows we will assume that this condition is satisfied (since otherwise $n_A(C) = 0$).

Moreover, it is well known that maximal minors of $C$ coincide, up to a fixed nonzero constant, with maximal minors of $P$ corresponding to complementary indices. Thus, linear dependencies on the Gale dual configuration reflect linear dependencies on the configuration of columns of $C$: two vectors $P_i, P_j$ are colinear if and only if the maximal minor of $C$ avoiding columns $i$ and $j$ is zero.

We will use the notation $[s] = \{0, 1, \ldots, s-1\}$ for $s \in \mathbb{N}$.

**Definition 2.1.** Let $C$ a maximal rank matrix satisfying (2.1) and $\{P_0, \ldots, P_{n+1}\}$ a choice of Gale dual configuration. We define an equivalence relation on the index set $[n+2]$ given by

\begin{equation}
i \sim j \iff \det(P_i, P_j) = 0.
\end{equation}

We conclude that the set of equivalence classes (with cardinal $k \le n+1$)

\begin{equation}
[n+2]/\sim = \{K_0, \ldots, K_{k-1}\}
\end{equation}

has a canonical ordering (up to complete reversal). By choosing an arbitrary ordering within each equivalence class, we obtain a permutation $\sigma \in \mathfrak{S}_{n+2}$ such that

\begin{equation}
\epsilon \det(P_{\sigma_i}, P_{\sigma_j}) \ge 0, \quad i < j,
\end{equation}

where $\epsilon$ is the sign of the determinant.
Figure 3. There cannot be more than 3 positive roots

where \( \epsilon \in \{-1, 1\} \) depends on the choice of orientation. Let \( K \subset [n + 2] \) be a set of representatives of the equivalence classes \( K_0, \ldots, K_{k-1} \). Denote by \( \bar{\sigma} \) the bijection \( \bar{\sigma} : [k] \to K \) which is induced by \( \sigma \). Then, \( \epsilon \det(P_{\bar{\sigma}_i}, P_{\bar{\sigma}_j}) > 0 \) if \( i < j \). We say that \( \sigma \) is an ordering for \( C \) and that \( \bar{\sigma} \) is a strict ordering for \( C \).

Note that the previous definitions are independent of the choice of Gale dual configuration, since a Gale dual configuration is unique up to linear transformation. We present an example to clarify our definitions.

Example 2.2. Figure 3 features an example of a Gale dual configuration in case \( n = 6 \) with a choice of ordering. Equivalence classes correspond to rays containing vectors \( P_j \). Here, \( k = 4 \). The associated strict ordering \( \bar{\sigma} : [4] \to K \) assigns \( K_0 = \{P_2, P_7\}, K_1 = \{P_3\}, K_2 = \{P_1, P_4, P_0, P_6\} \) and \( K_3 = \{P_5\} \). As we remarked, this example does not correspond to a uniform matrix \( C \). We will see that in this case \( n_A(C) \leq 3 \) for any circuit \( A \) in \( \mathbb{Z}^6 \).

We need another definition in order to state our main result in this section.

Definition 2.3. We keep the assumptions and notations from Definition 2.1. For \( \ell = 0, \ldots, k - 1 \), we set

\[
L_\ell = K_{\bar{\sigma}_0} \cup \cdots \cup K_{\bar{\sigma}_\ell},
\]

and consider the two sequences \( \lambda = \{\lambda_\ell\}_{\ell \in [k]} \) and \( \mu = \{\mu_\ell\}_{\ell \in [k]} \) whose terms are defined by

\[
\lambda_\ell = \sum_{j \in K_{\bar{\sigma}_\ell}} b_j \quad \text{and} \quad \mu_\ell = \sum_{j \in L_\ell} b_j.
\]
Notice that
\[ \mu_\ell = \lambda_0 + \cdots + \lambda_\ell. \]
(2.6)
In particular, \( \mu_{k-1} = \sum_{\ell=0}^{k-1} \lambda_\ell = \sum_{j=0}^{n+1} b_j = 0 \), because the vector \((1, \ldots, 1)\) is a row of \( A \). Also, both sequences depend on the strict ordering \( \bar{\sigma} \), but we have not incorporated this to the notation to make the displays look clearer.

We are ready to state our first main result, in terms of this sequence \( \mu \) constructed from sums of minors of \( A \) prescribed by the pattern of signs of minors of \( C \).

**Theorem 2.4.** Descartes’ rule of signs for circuits. Let \( A \) be a circuit in \( \mathbb{Z}^n \). Let \( C \in \mathbb{R}^{n \times (n+2)} \) a coefficient matrix of rank \( n \) which satisfies (2.1) and \( \bar{\sigma} \) an ordering for \( C \). Consider the sequence \( \mu \) from Definition 2.3 associated to the strict ordering \( \bar{\sigma} \) induced by \( \sigma \) in Definition 2.1.

If \( n_A(C) \) is finite, then
\[ n_A(C) \leq 1 + \text{sgnvar}(\mu). \]
(2.7)
In particular, \( n_A(C) \leq k \). Also, \( k \leq n + 1 \) and equality holds if and only if \( C \) is uniform.

**Example 2.5.** Consider the configuration of vertices of the unit square \( A_2 = \{(0,0), (1,0), (1,1), (0,1)\} \). Let \( C \in \mathbb{R}^{2 \times 4} \) be a uniform coefficient matrix such that the identity is an ordering for \( C \). We can choose \( B = (1,-1,1,-1)^\top \) and so \( \mu_0 = 1, \mu_1 = 1 + (-1) = 0, \mu_2 = 1, \) and \( \mu_3 = 0 \). In this case, \( n_{A_2}(C) \leq 1 + \text{sgnvar}(\mu) = 1 \). Instead, if the associated ordering \( \bar{\sigma} \) for \( C \) is given by \( \sigma_0 = 0, \sigma_1 = 1, \sigma_2 = 3, \) and \( \sigma_3 = 2, \) we get that \( \mu_0 = 1, \mu_1 = 0, \mu_2 = -1, \) and \( \mu_3 = 0. \) So, \( n_{A_2}(C) \leq 1 + \text{sgnvar}(\mu) = 2 \), and this is the maximum possible upper bound given by Theorem 2.4. Indeed, if \( n_{A_2}(C) \) is finite, it is at most \( \text{vol}_{\mathbb{Z}^4}(A_2) = 2 \).

Before giving the proof of Theorem 2.4, we first recall some basic notions from [1, § 4.1]. A sequence \((h_1, h_2, \ldots, h_s)\) of real valued analytic functions defined on an open interval \( \Delta \subset \mathbb{R} \) satisfies Descartes’ rule of signs on \( \Delta \) if for any sequence \( c = (c_1, c_2, \ldots, c_s) \) of real numbers, the number of roots of \( c_1 h_1 + c_2 h_2 + \cdots + c_s h_s \) in \( \Delta \) counted with multiplicity never exceeds \( \text{sgnvar}(c) \). The classical univariate Descartes’ rule of signs asserts that monomial bases satisfy Descartes’ rule of signs on the open interval \((0, +\infty)\). Observe that \((h_1, h_2, \ldots, h_s)\) satisfies Descartes’ rule of signs on \( \Delta \), if and only if \((h_s, h_{s-1}, \ldots, h_1)\) has this property.

Recall that the Wronskian of \( h_1, \ldots, h_s \) is the following determinant
\[
W(h_1, \ldots, h_s) = \det \begin{pmatrix} h_1 & h_2 & \cdots & h_s \\
 h_1' & h_2' & \cdots & h_s' \\
 \vdots & \vdots & \ddots & \vdots \\
 h_1^{(s-1)} & h_2^{(s-1)} & \cdots & h_s^{(s-1)} \end{pmatrix}.
\]
It is well known that \( h_1, \ldots, h_s \) are linearly dependent if and only if their Wronskian is identically zero.

**Proposition 2.6** ([10, part 5, items 87 and 90]). A sequence of functions \( h_1, \ldots, h_s \) satisfies Descartes’ rule of signs on \( \Delta \subset \mathbb{R} \) if and only if for any collection of integers \( 1 \leq j_1 < j_2 < \cdots < j_k \leq s \) we have

\[
(1) \quad W(h_{j_1}, \ldots, h_{j_k}) \neq 0
\]
and for any collections of integers $1 \leq j_1 < j_2 \ldots < j_t \leq k$ and $1 \leq j'_1 < j'_2 \ldots < j'_{t'} \leq k$ of the same size, we have
\begin{equation}
W(h_{j_1}, \ldots, h_{j_t}) \cdot W(h_{j'_1}, \ldots, h_{j'_{t'}}) > 0. \quad \square
\end{equation}

If a sequence of analytic functions $h_1, \ldots, h_s$ satisfies Descartes’ rule of signs on $\Delta \subset \mathbb{R}$, then $h_1, \ldots, h_s$ do not vanish, have the same sign on $\Gamma$ and no two of them are proportional.

We will also need the following proposition, which is inspired in Lemma 2.1 (Fekete’s Lemma) in [9] for the case of totally positive matrices.

**Proposition 2.7.** Let $V$ be a $t \times k$ real matrix, $t \leq k$, with the following property: for any $s \leq t$ there exists a sign $\sigma_s \in \{-1, 1\}$ such that for any choice of $s$ consecutive indices $j_1, j_1 + 1, \ldots, j_1 + s - 1$, the sign of the determinant of the submatrix of $V$ consisting of the first $s$ rows and the $s$ consecutive columns with these indices, equals $\sigma_s$. Then, the sign of any $s \times s$ minor of $V$ consisting of the first $s$ rows and any $s$ columns equals $\sigma_s$.

**Proof.** We need to prove that all $s \times s$ minors of $V$ consisting of the first $s$ rows and any $s$ columns have the same sign $\sigma_s$ shared by all $s \times s$ minors involving the first $s$ rows and $s$ consecutive columns. For any $1 \leq s \leq t$ and any subset $J = \{j_1, \ldots, j_s\}$ with $1 \leq j_1 < j_2 < \cdots < j_s \leq k$, denote by $V_J$ the submatrix of $V$ consisting of the first $s$ rows and the (ordered) columns in $J$. Define the associated dispersion number $d(J)$ to be the number of integer points in the interval $[j_1, j_s]$ which are distinct from $j_1, \ldots, j_s$. Note that $d(j_1, j_2, \cdots, j_s) = 0$ means that $j_1, j_2, \cdots, j_s$ are consecutive integer numbers.

We prove the result by double induction on $s \geq 1$ and $d \geq 0$. The result is obvious when $s = 1$ (which implies $d = 0$) and we are assuming that the result holds for any $s$ when $d = 0$.

Let $s \geq 2$ and $d \geq 1$ (and so $s < k$). Assume by inductive hypothesis that the result holds for all $s' \leq s$ and all $d' \leq d$ such that at least one of the inequalities is strict. Let $J = \{j_1, \ldots, j_s\}$, $1 \leq j_1 < \cdots < j_s \leq k$, with $d(J) = d$. Then, there exists another index $j$ such that $j_1 < j < j_s$. Note that $d(J \cup \{j\}) = d(J) - 1$.

Now, by Equality (1.2) in Chapter 1 of [9], we have
\begin{equation}
\text{det}(V_J) \cdot \text{det}(V_{(J \setminus \{j\}) \cup \{j\}}) = \text{det}(V_{(J \setminus \{j\}) \cup \{j\}}) \cdot \text{det}(V_{(J \setminus \{j\}) \cup \{j\}}) + \text{det}(V_{(J \setminus \{j\}) \cup \{j\}}) \cdot \text{det}(V_{(J \setminus \{j\}) \cup \{j\}}).
\end{equation}
Note that the second factor in each summand in (2.8) corresponds to a minor of size $s - 1$ and so, all of them have the same sign $\sigma_{s-1}$. Also
\begin{equation}
d((J \setminus \{j\}) \cup \{j\}) \leq d(J \cup \{j\}) < d(J),
\end{equation}
and similarly $d((J \setminus \{j\}) \cup \{j\}) \leq d(J \cup \{j\}) < d(J)$. Again by inductive hypothesis, the determinants of $V_{(J \setminus \{j\}) \cup \{j\}}$ and $V_{(J \setminus \{j\}) \cup \{j\}}$ have the same sign $\sigma_s$. It follows that the sign of $\text{det}(V_J)$ also equals $\sigma_s$, as wanted. \quad \square

Consider again a coefficient matrix $C \in \mathbb{R}^{n \times (n+2)}$ of rank $n$ satisfying (2.1). Since a Gale dual configuration is defined up to a linear transformation, we will assume without loss of generality that we have a Gale dual configuration $\{P_0, \ldots, P_{n+1}\}$ such that the vector $v$ in (2.2) has first coordinate equal to 1. We define the associated linear functions
\begin{equation}
p_j(y) = \langle P_j, (1, y) \rangle,
\end{equation}
and the open segment 
\[ \Delta_P = \{ y \in \mathbb{R} : p_j(y) > 0 \}. \]

Note that \( \Delta_P \) is nonempty because of our hypothesis about \( v \), and \( p_0, \ldots, p_{n+1} \) are positive linear functions on \( \Delta_P \). The following basic proposition is crucial.

**Proposition 2.8** ([3], see also [1, §4]). Consider the polynomials \( p_j \) in (2.9) and define the following function \( g : \Delta_P \rightarrow \mathbb{R} \)
\[
\begin{equation}
(2.10) \quad g(y) = \prod_{j \in [n+2]} p_j(y)^{b_j}.
\end{equation}
\]

Then, \( n_A(C) \) equals the number of solutions, counted with multiplicities, of the equation
\[
\begin{equation}
(2.11) \quad g(y) = 1
\end{equation}
\]
in the interval \( \Delta_P \).

Proposition 2.8 follows from the following two facts: i) all vectors in the kernel of \( C \) are of the form \((p_0(y), \ldots, p_{n+1}(y))\) for \( y \in \mathbb{R}^2 \), and ii) assuming all \( p_i(y) \) are positive, there exists a positive vector \( x \) with nonzero coordinates such that \( x^a_i = p_j(y) \) for all \( j \) if and only if \( g(y) = 1 \).

**Proof of Theorem 2.4.** Let \( A, C \) and the ordering \( \sigma \) be as in the statement of Theorem 2.4. Choose a Gale dual configuration \( \{P_0, \ldots, P_{n+1}\} \) of the columns of \( C \) satisfying (2.2). Consider the linear forms \( p_j \) as in (2.9) and the rational function \( g : \Delta_P \rightarrow \mathbb{R} \) defined in (2.10). By Proposition 2.8, it is enough to bound the number of solutions, counted with multiplicities, of the equation (2.11) in \( \Delta_P = \{ y \in \mathbb{R} | p_j(y) > 0 \} \). As we assume that \( n_A(C) \) is finite, we get that \( g(y) \neq 1 \).

Recall the partition of \([n+2]\) defined in (2.3). For any \( \ell \in [k] \), an index \( j \in K_{\ell} \) if and only if there exists a positive constant \( e_{j,\ell} \) such that \( P_j = e_{j,\ell} P_{\sigma_\ell} \). Thus, there is a positive constant \( e \) such that
\[
\begin{equation}
(2.12) \quad g(y) = e \cdot \prod_{\ell \in [k]} P_{\sigma_\ell}(y)^{\mu_\ell},
\end{equation}
\]

Consider the associated sequence \( \mu \) as in Definition 2.3. We may rewrite \( g(y) \) as
\[
\begin{equation}
(2.13) \quad g(y) = e \cdot \prod_{\ell \in [k-1]} \left( \frac{p_{\sigma_\ell}(y)}{p_{\sigma_{\ell+1}}(y)} \right)^{\mu_\ell}.
\end{equation}
\]

The logarithm \( G(y) = \log(g(y)) \) is well defined over \( \Delta_P \) and for any \( y \in \Delta_P \) we have \( g(y) = 1 \) if and only if \( G(y) = 0 \). The derivative of \( G \) over \( \Delta_P \) equals
\[
\begin{equation}
(2.14) \quad G'(y) = \sum_{\ell \in [k-1]} \mu_\ell \left( \frac{p'_{\sigma_\ell}}{p_{\sigma_\ell}} - \frac{p'_{\sigma_{\ell+1}}}{p_{\sigma_{\ell+1}}} \right).
\end{equation}
\]

Observe that there exists \( \epsilon \in \{ +1, -1 \} \) such that, for \( j > i \),
\[
\begin{equation}
(2.15) \quad \epsilon \left( \frac{p'_{\sigma_i}}{p_{\sigma_i}} - \frac{p'_{\sigma_j}}{p_{\sigma_j}} \right) = \epsilon \left( \frac{\det(P_{\sigma_i}, P_{\sigma_j})}{p_{\sigma_i} p_{\sigma_j}} \right) > 0 \quad \text{on} \quad \Delta_P.
\end{equation}
\]

We moreover claim that the functions \( \left( \frac{p'_{\sigma_\ell}}{p_{\sigma_\ell}} - \frac{p'_{\sigma_{\ell+1}}}{p_{\sigma_{\ell+1}}}, \ell \in [k-1] \right) \) satisfy the hypotheses of Proposition 2.6. By Proposition 2.7 it is enough to consider the
case in which the indices are consecutive. Moreover, for simplicity, it is enough to compute the Wronskian
\[ W \left( \frac{p'_1}{p_1}, \frac{p'_2}{p_2}, \ldots, \frac{p'_{\ell+1}}{p_{\ell+1}} \right). \]
We have
\[ \left( \frac{p'_j}{p_j} \right)^{(k-1)} = (-1)^{k-1} (k-1)! \left( \frac{p'_j}{p_j} \right)^k, \]
and a computation of a Vandermonde determinant leads to
\[ W \left( \frac{p'_1}{p_1}, \frac{p'_2}{p_2}, \ldots, \frac{p'_{\ell+1}}{p_{\ell+1}} \right) = (-1)^{\ell} \gamma_\ell \cdot \det \left( \frac{p'_j}{p_j} \right)_{1 \leq k,j \leq \ell+1} \]
\[ = (-1)^{\ell} \gamma_\ell \cdot \prod_{1 \leq j < i \leq \ell+1} \left( \frac{p'_j}{p_j} - \frac{p'_i}{p_i} \right), \]
where \( \gamma_\ell \) denotes the product \( \gamma_\ell = \prod_{k=1}^{\ell} (-1)^{k-1} (k-1)! \). The above Wronskian is non-vanishing, as the determinants \( \det(P_j, P_i) \) are non-vanishing, and its sign only depends on \( \ell \).

Then, our collection satisfies conditions (1) and (2) in Proposition 2.6 and so the number of roots of \( G' \) on \( \Delta_P \) counted with multiplicities is at most \text{sgnvar}(\mu). Rolle's theorem leads to the bound \( 1 + \text{sgnvar}(\mu) \) for the number of roots of \( g \) contained in \( \Delta_P \) counted with multiplicities, and thus to this bound for the number \( n_A(C) \), as wanted.

2.1. **Our bound refines Theorem 2.9 in** [1]. Let \( \text{vol}_Z(A) \) denote the normalized volume of the configuration \( A \subset \mathbb{Z}^n \) with respect to the lattice \( \mathbb{Z}^n \), which is the Euclidean volume of the convex hull of \( A \) multiplied by \( n! \). By Bernstein-Kouchnirenko Theorem, this volume \( \text{vol}_Z(A) \) bounds the number of isolated solutions of system (1.1) in the complex torus.

**Remark 2.9.** Dividing \( \text{vol}_Z(A) \) by the index \( I \) of the affine sublattice \( \mathbb{Z}A \) generated by \( A \) gives the normalized volume \( \text{vol}_{Z,A}(A) \) with respect to the lattice \( \mathbb{Z}A \). Then \( \text{vol}_{Z,A}(A) \) bounds the number of isolated positive solutions of system (1.1). This index \( I \) is equal to the greatest common divisor of the maximal minors of the matrix \( A \) and it is also equal to the greatest common divisor of the coefficients \( b_j = (-1)^j \det(A(j)) \) which give a choice of \( B \), as in (1.4). Since \( A \) is a circuit, Proposition 1.2 of Chapter 7 in [5] shows that the convex hulls of the subsets \( \text{conv}(A \setminus \{a_j\}) \) for all \( j \) such that \( b_j > 0 \) give a triangulation of \( \text{conv}(A) \). Thus, the Euclidean volume of \( \text{conv}(A \setminus \{a_j\}) \) equals \( \frac{b_j}{n!} \) and so \( \text{vol}_Z(\text{conv}(A \setminus \{a_j\})) = b_j \). Therefore, we have that \( \text{vol}_Z(A) = \sum_{b_j > 0} b_j \), from which \( \text{vol}_{Z,A}(A) = \frac{1}{n!} \sum_{b_j > 0} b_j \) (cf. [1, Section 2.1]).

With the same hypotheses about \( A, C, \) and \( \sigma \) as in Theorem 2.4, let \( \lambda \) be the sequence in Definition 2.3. Theorem 2.9 in [1] proves that if \( n_A(C) \) is finite, then
\[ n_A(C) \leq \max(\text{sgnvar}(\lambda), \text{vol}_{Z,A}(A)). \]
We show in Proposition 2.12 and Lemma 2.13 below that our bound always refines this result. We first give an example where we get a strict inequality.
Example 2.10 (Example 2.5, continued). Consider again the configuration $A_2 = \{(0,0), (1,0), (1,1), (0,1)\}$ and choose $B = (1,-1,1,-1)^T$. Let $C \in \mathbb{R}^{2 \times 4}$ be a uniform coefficient matrix such that the identity is an ordering for $C$. Then, $\text{sgnvar}(\lambda) = 3$ but $1 + \text{sgnvar}(\mu) = 1$. Moreover, we saw that $n_{A_2}(C) \leq 2$ for any $C$.

We will use the following definition.

Definition 2.11. Let $\lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{k-1})$ be a finite sequence of real numbers with $\text{sgnvar}(\lambda) = m$. The indices of sign changes of $\lambda$ are the indices $\{\ell_0, \ldots, \ell_m\} \subset [k]$ defined recursively by

1. $\ell_0 = \min \{\ell \in \{0, \ldots, k-1\} \mid \lambda_{\ell} \neq 0\}$, and
2. $\ell_i = \min \{\ell \in \{\ell_{i-1}, \ldots, k-1\} \mid \lambda_{\ell} \lambda_{\ell_{i-1}} < 0\}$.

Part of the following result is stated as Problem 7.4.3 in [8].

Proposition 2.12. Let $\lambda = (\lambda_0, \lambda_1, \ldots, \lambda_{k-1})$ be a nonzero sequence of real numbers such that $\sum_{\ell \in [k]} \lambda_{\ell} = 0$, and set $\mu = \lambda_0 + \cdots + \lambda_\ell$ for $\ell \in [k]$. Then,

\begin{equation}
1 + \text{sgnvar}(\mu) \leq \text{sgnvar}(\lambda).
\end{equation}

and

\begin{equation}
\text{sgnvar}(\lambda) \equiv 1 + \text{sgnvar}(\mu) \mod 2.
\end{equation}

In addition, if $\lambda$ is an integer sequence, with $V = \sum_{\lambda_{\ell} > 0} \lambda_{\ell}$, then

\begin{equation}
1 + \text{sgnvar}(\mu) \leq V.
\end{equation}

Proof. Let $m = \text{sgnvar}(\mu)$, and let $\ell_0 < \ell_1 < \cdots < \ell_m$ be the indices of sign changes in the sequence $\mu$. Assume without loss of generality that $\mu_{\ell_0} > 0$ (so that the first non-zero entries of both $\mu$ and $\lambda$ are positive). Then,

$$\text{sgn}(\mu_{\ell_s}) = (-1)^s, \quad s = 0, \ldots, m.$$ 

In addition,

$$\text{sgn}(\lambda_{\ell_s}) = \text{sgn}(\mu_{\ell_s} - \mu_{\ell_{s-1}}) = (-1)^s,$$

since either $\mu_{\ell_{s-1}} = 0$ or $\text{sgn}(\mu_{\ell_{s-1}}) = -\text{sgn}(\mu_{\ell_s})$. It follows that

$$r := \text{sgnvar}(\lambda) - m \geq 0.$$ 

Hence, to prove (2.16) and (2.17), it remains only to prove that $r$ is odd. There is no loss of generality in assuming that $\mu_{k-2} \neq 0$. Since $\mu_{k-1} = \mu_{k-2} + \lambda_{k-1} = 0$, we conclude that $\lambda_{k-1} \neq 0$ and

$$\mu_{k-2} \lambda_{k-1} < 0.$$ 

Then, $\mu_{k-2}$ and $\lambda_{k-1}$ are the last non-zero entries of the sequences $\mu$ respectively $\lambda$. In particular,

$$\text{sgn}(\mu_{k-2}) = (-1)^m \quad \text{and} \quad \text{sgn}(\lambda_{k-1}) = (-1)^{m+r}.$$ 

It follows that

$$-1 = \text{sgn}(\mu_{k-2} \lambda_{k-1}) = (-1)^{2m+r},$$

which proves that $r$ is odd.

Assume in addition that $\lambda$ is an integer sequence. Then, $\lambda_{\ell_0} \geq 1$. Moreover, for $s = 1, \ldots, m$ we get

$$2 \leq (-1)^s (\mu_{\ell_s} - \mu_{\ell_{s-1}})$$
since $\mu_{\ell_e}$ and $\mu_{\ell_{e-1}}$ are nonzero integers with opposite signs. In particular, if $s = 2t$ is even, then

$$2 \leq \sum_{j=\ell_{s-1}+1}^{\ell_s} \lambda_j \leq \sum_{j=\ell_{s-1}+1}^{\ell_s} \max(\lambda_j, 0).$$

It follows that,

$$V = \sum_{j=0}^{k-1} \max(\lambda_j, 0) \geq \lambda_{\ell_0} + \sum_{t=1}^{\lfloor \frac{s}{2} \rfloor} \sum_{j=\ell_{2t-1}+1}^{\ell_{2t}} \max(\lambda_j, 0) \geq 1 + 2 \left\lfloor \frac{m}{2} \right\rfloor,$$

which gives the desired inequality when $m$ is even. When $m$ is odd, we proceed similarly, using instead that if $s = 2t - 1$, then

$$2 \leq \sum_{j=\ell_{s-1}+1}^{\ell_s} -\lambda_j \leq \sum_{j=\ell_{s-1}+1}^{\ell_s} -\min(\lambda_j, 0).$$

We now give a direct proof that our bound in Theorem 2.4 refines the bound $\text{vol}_{2A}(A)$ from Bernstein-Kouchnirenko Theorem for integer circuits $A$.

**Lemma 2.13.** With the same hypotheses about $A, C$, and $\sigma$ as in Theorem 2.4, take $b_j = (-1)^j \det(\mathcal{A}(j))$ as in (1.4) and let $\mu$ be the sequence in Definition 2.3. We have the inequality

$$1 + \text{sgnvar}(\mu) \leq \text{vol}_{2A}(A).$$

**Proof.** Let $B = (b_0, \ldots, b_{n+1})^T$ be a Gale dual of $A$ and $I = \text{gcd}(b)$. Recall from Remark 2.9 that $\text{vol}_{2A}(A) = \frac{1}{7} \sum_{j>0} b_j$. The inequality

$$1 + \text{sgnvar}(\mu) \leq \text{vol}_{2A}(A)$$

follows from (2.18) applied to the sequence $s = (\frac{b_0}{7}, \ldots, \frac{b_k}{7})$. \qed

Recall that $A$ is said to have a Cayley structure if there is a nontrivial partition of the indices $[n+2] = J \cup J^c$ such that $\sum_{j \in J} b_j = \sum_{j \notin J} b_j = 0$, where $b_0, \ldots, b_{n+1}$ are the coefficients of a Gale dual matrix $B$ of $A$. We obtain a result analogous to [1, Proposition 2.12].

**Proposition 2.14.** Let $A$ and $C$ be as in the statement of Theorem 2.4, and let $\lambda_0, \ldots, \lambda_{k-1}$ corresponding to a strict ordering for $C$ as in Definition 2.3. Assume moreover that $\lambda_0$ and $\lambda_{k-1}$ are different from 0. Then,

$$1 + \text{sgnvar}(\mu) \equiv n_A(C) \mod 2.\tag{2.20}$$

Therefore, $n_A(C) > 0$ if $\text{sgnvar}(\mu)$ is even.

In particular, (2.20) holds for any $C$ if $A$ does not have a Cayley structure, and it holds for any $A$ if $C$ is uniform.

**Proof.** Assume that $\lambda_0, \lambda_{k-1} \neq 0$. Notice that $\mu_0 = \lambda_0 \neq 0$. We also have that $0 = \mu_{k-1} = \mu_{k-2} + \lambda_{k-1}$, which gives $\mu_{k-2} = -\lambda_{k-1} \neq 0$. Hence,

$$\text{sgnvar}(\mu) = \text{sgnvar}(\mu_0, \mu_1, \ldots, \mu_{k-2}) \equiv \text{sgnvar}(\mu_0, \mu_{k-2}) \mod 2.$$

We also get

$$\text{sgnvar}(\mu_0, \mu_{k-2}) + \text{sgnvar}(\lambda_0, \lambda_{k-1}) = 1.$$ 

The result follows now from [1, Proposition 2.12] and the fact that $\text{sgnvar}(\lambda_0, \lambda_{k-1}) \equiv \text{sgnvar}(\lambda_0, \ldots, \lambda_{k-1}) \mod 2$. \qed
3. Optimality and interpretation of our bound

In this section we prove our second main result Theorem 3.4, where we prove that our upper bound in Theorem 2.4 is sharp and we give an interpretation of the coefficients in the sequence $\mu$ associated to a matrix $C$ and strict ordering $\sigma$ in terms of decorated mixed cells in a mixed subdivision of the Minkowski sum of the supports of the polynomial system 1.1. We give a very quick introduction to these notions in § 3.1, and we refer the reader to [2, 5, 6, 11] for further details.

3.1. Some previous notions and results. Let $\mathcal{A} \subset \mathbb{Z}^n$ be a finite configuration. A real Viro polynomial system is a polynomial system with exponents in $\mathcal{A}$ and coefficient matrix

$$C_t = (c_{i,j} t^{h_{i,j}}),$$

where $t$ is a real parameter and both the coefficient matrix $C = (c_{i,j})$ and the lifting matrix $H = (h_{i,j})$ are real matrices of the same size. Let $\mathcal{A}_i$ denote the support of the $i$-th equation, that is, $\mathcal{A}_i = \{a_j \in \mathcal{A}, c_{ij} \neq 0\}$.

The matrix $H$ defines a regular subdivision of the associated Cayley configuration $\mathcal{A}_1 \ast \cdots \ast \mathcal{A}_n$ as well as a regular mixed subdivision of the Minkowski sum $\mathcal{A}_1 + \cdots + \mathcal{A}_n$. These two subdivisions determine each other via the combinatorial Cayley trick (see [12] or [6]). That is, each cell of the regular subdivision of $\mathcal{A}_1 \ast \cdots \ast \mathcal{A}_n$ determined by $H$ can be written as a Cayley configuration $\sigma_1 \ast \cdots \ast \sigma_n$, where the Minkowski sum $\sigma_1 + \cdots + \sigma_n$ is a cell of the regular mixed subdivision of $\mathcal{A}_1 + \cdots + \mathcal{A}_n$ determined by $H$. Conversely, each cell of the mixed subdivision of $\mathcal{A}_1 + \cdots + \mathcal{A}_n$ arises this way.

Consider a regular triangulation of the Cayley configuration $\mathcal{A}_1 \ast \cdots \ast \mathcal{A}_n$. A cell $\sigma_1 + \cdots + \sigma_n$ of the associated mixed subdivision of $\mathcal{A}_1 + \cdots + \mathcal{A}_n$ is called mixed if $\sigma_1, \ldots, \sigma_n$ are segments (consisting of two points), and it is called positively decorated by $C$ when for $i = 1, \ldots, n$, if $a_{i_1}$ and $a_{i_2}$ are the vertices of $\sigma_i$, then $c_{i,i_1} \cdot c_{i,i_2} < 0$. Equivalently, a mixed cell $\sigma_1 + \cdots + \sigma_n$ is positively decorated by $C$ if the binomial system $c_{i,i_1} x^{a_{i_1}} + c_{i,i_2} x^{a_{i_2}} = 0$ has exactly one positive solution.

Example 3.1. Let $\mathcal{A}_3 = \{(0,0), (3,0), (0,3), (1,1)\}$ as in Example 1.1 in the Introduction. We reproduce in Figure 4 the rightmost picture in Figure 2.

The vertices of $\mathcal{A}_3 + \mathcal{A}_3$ are the points $(0,0) = (0,0) + (0,0)$, $(6,0) = (3,0) + (3,0)$ and $(0,6) = (0,3) + (0,3)$. The inner blue triangle is the cell $(1,1) + \mathcal{A}$ (or $\mathcal{A} + (1,1)$). This imposes that the three grey mixed cells obtained by projecting the lower hull of the lifting induced by a matrix $H$ have to be sums of two segments, for any $H$ defining the blue cell. The three mixed cells in grey are then necessarily as follows:
The mixed cell at the bottom equals the Minkowski sum
\{(1, 1), (3, 0)\} + \{(0, 0), (3, 0)\}.

The mixed cell at the top on the left equals
\{(1, 1), (0, 3)\} + \{(0, 0), (0, 3)\}.

The mixed cell at the top on the right equals
\{(1, 1), (0, 3)\} + \{(3, 0), (0, 3)\}.

These three mixed cells cannot be simultaneously positively decorated: looking at the second summand, this would give opposite signs to (0, 0) and (3, 0), then opposite signs to (0, 0) and (0, 3), and also opposite signs to (3, 0) and (0, 3), which is impossible.

The following result is well known, it is a particular case of Theorem 4 in [11].

**Lemma 3.2.** With the previous notations, there exists \(t_0 > 0\) such that for any real number \(t\) satisfying \(0 < t < t_0\) the number of positive solutions of the polynomial system

\[ \sum_{j=1}^{s} c_{ij} t^{b_{ij}} x^{a_j} = 0, \quad i = 1, \ldots, n, \]

is equal to the number of positively decorated mixed polytopes of the associated mixed subdivision. \(\square\)

We will show that the bound (2.7) in Theorem 2.4 can be achieved by a Viro polynomial system.

### 3.2. Statement and proof of Theorem 3.4

With the notations of Theorem 2.4, it is implied by Theorem 1.1 in [4] that given a circuit \(A\), there exists a matrix \(C\) such that \(n_A(C) = n + 1\) if and only if \(k = n + 2\), and there exists a bijection \(\sigma : [n + 2] \rightarrow [n + 2]\) such that \(\text{sgnvar}(\mu) = n\). This result can be recovered as a special case of Theorem 2.4 and the following statement that we prove in our main result Theorem 3.4.

Let \(A\) be a circuit in \(\mathbb{Z}^n\) and let \([K_0, \ldots, K_{k-1}]\) be a partition of \([n+2]\). Consider any bijection \(\hat{\sigma} : [k] \rightarrow K\), where \(K\) is any set of representatives of \([K_0, \ldots, K_{k-1}]\). Let \(\mu\) be the sequence defined by (2.5). Then, there exists a matrix \(C \in \mathbb{R}^{n \times (n+2)}\) of maximal rank satisfying (2.1) such that \(\hat{\sigma}\) is a strict ordering of \(C\) and

\[ n_A(C) = 1 + \text{sgnvar}(\mu) \tag{3.2} \]

We will moreover show that the numbers \(\mu_{\ell}\) from (2.6) for those indices \(\ell\) which gives a sign change in the sequence (2.7) are in absolute value equal to the Euclidean volumes of positively decorated mixed cells in a mixed subdivision. We first prove the following Lemma.

**Lemma 3.3.** Let \(A = \{a_0, \ldots, a_{n+1}\} \subset \mathbb{Z}^n\) be a circuit and set \(b_j = (-1)^j \det(A(j)), j = 0, \ldots, n+1\). For each \(\ell \in [n+1]\), the Euclidean volume of the Minkowski sum

\[ \sum_{j=1}^{\ell} \{a_0, a_j\} + \sum_{j=\ell+1}^{n} \{a_{n+1}, a_j\} \tag{3.3} \]

is equal to the absolute value of \(\sum_{j=0}^{\ell} b_j\).

**Proof.** There is no loss of generality in assuming that \(a_{n+1} = 0\). Let \(V\) denote the Euclidean volume of the Minkowski sum (3.3). Then,

\[ n! V = \pm \det(a_1 - a_0, \ldots, a_\ell - a_0, a_{\ell+1}, \ldots, a_n). \]
Let $D = \det(a_1 - a_0, \ldots, a_\ell - a_0, a_{\ell+1}, \ldots, a_n)$. By expansion, we find that
\[
D = \det(a_1, \ldots, a_\ell, a_{\ell+1}, \ldots, a_n) - \sum_{j=1}^{\ell} \det(a_1, \ldots, a_{j-1}, a_0, a_{j+1}, \ldots, a_\ell, a_{\ell+1}, \ldots, a_n)
\]
\[
= \sum_{j=0}^{\ell} (-1)^j \det(a_0, \ldots, a_{j-1}, a_j, a_{j+1}, \ldots, a_n).
\]
Since $a_{n+1} = 0$, we have that
\[
(-1)^j \det(a_0, \ldots, a_{j-1}, a_j, a_{j+1}, \ldots, a_n) = (-1)^j \det(A(j) = b_j,
\]
which finishes the proof.

The proof of the following main theorem uses results in [4].

**Theorem 3.4.** Let $A$ be a circuit in $\mathbb{Z}^n$, let $\{K_0, \ldots, K_{k-1}\}$ be a partition of $[n + 2]$, and let $\sigma : [k] \to K$ be any bijection, where $K$ is any set of representatives of $K_0, \ldots, K_{k-1}$. Let $B$ the matrix Gale dual to $A$ with coefficients $b_j = (-1)^j \det(A(j), j = 0, \ldots, n + 1$. Consider the sequence $\mu$ defined by (2.5) with indices of sign changes $t_0 < t_1 < \cdots < t_m$.

Then, there exist matrices $C$ and $H$ in $\mathbb{R}^{n \times (n+2)}$ such that the associated regular mixed subdivision of $A_1 + \cdots + A_n$ contains precisely $m + 1$ positively decorated mixed cells $Z_0, \ldots, Z_m$ with Euclidean volumes $\text{vol}(Z_s) = |\mu_s|$ for $s = 0, \ldots, m$.

Moreover, for any real number $t$ with $0 < t < 1$ the matrix $C_t$ in (3.1) has maximal rank, satisfies (2.1), and $\sigma$ is a strict ordering of $C_t$. Furthermore, there exists $t_0 > 0$ such that for any $t$ satisfying $0 < t < t_0$, the bound (2.7) is sharp for the associated Viro polynomial system
\[
\sum_{j=1}^{s} c_{ij} t^{h_{ij}} x^{a_{ij}} = 0, \ i = 1, \ldots, n
\]
If, in addition, $m = n$, then we have $\sum_{s=0}^{n} \text{vol}(Z_s) = n! \text{vol}(A)$.

**Proof.** Since $\mu$ has at most $n + 1$ non-zero entries, we find that
\[
\text{sgnvar}(\mu) \leq n
\]
with equality if and only if $k = n + 2$ and $\mu_j \cdot \mu_{j+1} < 0$ for $j = 0, \ldots, n$. In this case, the existence of a matrix $C$ as required follows from [4, Theorem 1.1].

We now turn to the general case. Let $\ell_0 < \ell_1 < \cdots < \ell_m$ be the indices of sign changes in $\mu$. Define
\[
M_s = \bigcup_{i=\ell_{s-1}+1}^{\ell_s} K_i, \ s = 1, \ldots, m
\]
and, in addition,
\[
M_0 = \bigcup_{i=0}^{\ell_0} K_i, \quad \text{and} \quad M_{m+1} = \bigcup_{i=\ell_m+1}^{k-1} K_i,
\]
where $\{K_0, \ldots, K_{k-1}\}$ is the desired partition of $[1 + n]$. Set
\[
\alpha_s = \sum_{j \in M_s} b_j, \ s = 0, \ldots, m+1.
\]
Assume without loss of generality that $\alpha_0 > 0$. Then,
$$\text{sgn}(\mu_{\ell_s}) = \text{sgn}(\alpha_s) = (-1)^s, \quad s \in [m + 1].$$
Define,
$$\beta_s = \alpha_0 + \cdots + \alpha_s, \quad s \in [m + 2]$$
so that the sequence $\beta$ relates to $\alpha$ just as $\mu$ relates to $b$. Actually,
$$\beta_s = \mu_{\ell_s} \quad s \in [m + 1],$$
and $\beta_{m+1} = 0$. We have that $\text{sgnvar}(\beta) = \text{sgnvar}(\mu) = m$, which is one less than the number of non-zero entries of $\beta$. That is, the sequence $\beta$ is as in the special case considered in the first paragraph of the proof, with $m = n$.

Choose points $\hat{a}_0, \ldots, \hat{a}_{m+1} \in \mathbb{R}^m$ such that the rows of
$$\hat{A} = \begin{bmatrix} 1 & \cdots & 1 \\ \hat{a}_0 & \cdots & \hat{a}_{m+1} \end{bmatrix}$$
are a basis for the kernel of the matrix $(\alpha_1, \ldots, \alpha_{m+1})$. By [4, Theorem 1.1], there exists a matrix $\hat{C} \in \mathbb{R}^{m \times (m+2)}$ such that the system with coefficient matrix $\hat{C}$ and support $\hat{A} = \{\hat{a}_0, \ldots, \hat{a}_{m+1}\}$ has $m + 1$ positive solutions, counted with multiplicities.

Let $\hat{P}$ denote a Gale dual of the coefficient matrix $\hat{C}$ which satisfies (2.2). For $j \in [n + 2]$ set $P_j = \hat{P}_s$ if $j \in M_s$. Choose any matrix $C \in \mathbb{R}^{n \times (n+2)}$ for which the matrix $P$ with rows $\{P_0, \ldots, P_{n+1}\}$ is a Gale dual. Applying twice Proposition 2.8 we get
$$n_A(C) = n_{\hat{A}}(\hat{C}) = m + 1.$$
Indeed, setting $p_j(y) = \langle P_j, (1, y) \rangle$ for $j \in [n + 2]$ and $\hat{p}_s(y) = \langle \hat{P}_s, (1, y) \rangle$ for $s \in [m+2]$, we get
$$\prod_{j \in [n+2]} p_j(y)^{b_j} = \prod_{s \in [m+2]} \hat{p}_s(y)^{\alpha_s},$$
and obviously the common domain of positivity $\Delta_P$ of the polynomials $p_j$ coincides with that of the polynomials $\hat{p}_s$.

Replacing $A$ by a matrix $A_{\sigma}$ whose columns are the elements of $\mathcal{A}$ arranged with respect to a permutation $\sigma \in \mathfrak{S}_{[n+2]}$ inducing $\hat{\sigma}$, we might assume without loss of generality that each $K_j$ consists of consecutive integer numbers, and that $x < y$ for any $x \in K_i$ and $y \in K_j$ such that $i < j$. In particular, $0 \in K_0$ and $n + 1 \in K_{k-1}$.

Let $\hat{h}_0 < \hat{h}_1 < \cdots < \hat{h}_m$ be a strictly increasing sequence of real numbers, and let $t \in (0, 1)$ be a parameter.

Set
$$\hat{P}_0 = (0, t^{\hat{h}_0}), \quad \hat{P}_{m+1} = (1, 0), \quad \text{and} \quad \hat{P}_s = (1, t^{\hat{h}_s}), \quad s = 1, \ldots, m.$$
Note that the vectors $\hat{P}_s$, for $s = 0, \ldots, m+1$, are contained in an open half plane passing through the origin, and $\det(\hat{P}_j, \hat{P}_i) < 0$ whenever $i < j$. Let $M_0, \ldots, M_{m+1}$ as above and define, for $\ell \in M_s$,
$$P_\ell = \hat{P}_s \quad \text{and} \quad h_\ell = \hat{h}_s.$$
Set
$$\hat{p}_s(y) = \langle \hat{P}_s, (1, y) \rangle \quad \text{and} \quad p_j(y) = \langle P_j, (1, y) \rangle,$$
where $s \in [m+2]$ and $j \in [n+2]$, so that (3.4) holds. Since $p_j(y) = 1$ for $j \in M_{m+1}$, the right product in (3.4) can be taken over $[m+1]$ and the left product in (3.4) can be taken over $M_0 \cup \cdots \cup M_m$. Recall that $n_A(C)$ is equal to the number of solutions of (2.11) in $\Delta_P = \Delta_{\hat{P}}$, and
\[
\text{sgn}(\alpha_s) = \text{sgn}(\hat{\beta}_s) = (-1)^s, \quad s \in [m+1].
\]
Thus, we may rewrite equation (2.11) as an equation in $y$, dependent on a parameter $t$, (cf. (2.10))
\[
(3.5) \quad g_+(y) - g_-(y) = 0,
\]
where
\[
g_+(y) = \prod_{s \in [m+1]} \hat{p}_s(y)^{\alpha_s} \quad \text{and} \quad g_-(y) = \prod_{s \in [m+1]} \hat{p}_s(y)^{-\alpha_s}.
\]
Then, we have the following interlacing property between the exponents of the monomials of $g_+$ and $g_-$:
\[
0 < \alpha_0 < -\alpha_1 < \alpha_0 + \alpha_2 < -(\alpha_1 + \alpha_3) < \alpha_0 + \alpha_2 + \alpha_4 < \cdots,
\]
where the last term is the degree of $g_+(y) - g_-(y)$:
\[
\text{deg} (g_+(y) - g_-(y)) = \begin{cases} \sum_{s \in [m+1]} \alpha_s & \text{if } m \text{ is even}, \\ \sum_{s \in [m+1]} -\alpha_s & \text{if } m \text{ is odd}. \end{cases}
\]
Consider $g_+$ and $g_-$ as generalized polynomials (i.e., exponents are real numbers) in the pair of variables $(y,t)$. Set $Q_{-1} = (0,0)$ and for $s = 0, \ldots, m$ set
\[
Q_s = \left( \sum_{r \leq s} \alpha_r \sum_{r \leq s} \alpha_r \hat{h}_r \right)
\]
if $s$ is even and
\[
Q_s = \left( \sum_{r \leq s} -\alpha_r, \sum_{r \leq s} -\alpha_r \hat{h}_r \right)
\]
if $s$ is odd. The Newton polytope of of $g_+$ (resp., $g_-$) is the convex hull of the points $Q_s$ with $s$ even (resp., $s$ odd). The Newton polytope $N$ of $g_+ - g_-$ is the convex hull of the $m+2$ points $Q_{-1}, Q_0, \ldots, Q_m$. Note that the abcissa of these points increase as their indices by (3.6). The lower part of $N$ is the part of its boundary where some linear function $\langle (u,1), \cdot \rangle$ attains its minimum. Then, there exists an increasing sequence $\hat{h}_0 < \hat{h}_1 < \cdots < \hat{h}_m$ such that the lower part of $N$ consists of the $m+1$ edges
\[
E_s = \{ Q_{s-1}, Q_s \}, \quad s = 0, \ldots, m.
\]
This fact is already used in [4], where a detailed computation is provided.

Assume without loss of generality that $\hat{h}_0 = 0$. The necessary and sufficient conditions for which $E_0$ is a face of $N$ where a linear function $\langle (u,1), \cdot \rangle$ takes its minimum are
\[
(3.7) \quad u = 0 \quad \text{and} \quad \hat{h}_r > 0, \quad r = 1, \ldots, m,
\]
while for $s \geq 1$ the necessary and sufficient conditions for which $E_s$ is a face of $N$
where a linear function $\langle (u, 1), \cdot \rangle$ takes its minimum are
\begin{equation}
\begin{cases}
    u + \hat{h}_r & < 0, \quad r = 1, \ldots, s, \\
    u + \hat{h}_r & > 0, \quad r = s + 1, \ldots, m, \\
    \sum_{r=0}^s \alpha_r (u + \hat{h}_r) & = 0.
\end{cases}
\end{equation}

The equality in (3.8) is obtained from that the linear function takes the same value
at the endpoints of the edge $E_s$, while the inequalities in (3.8) are obtained using
that, when $s$ is even, $Q_{s-1}$ and $Q_s$ are the vertices of the lower parts of the Newton
polytopes of $g_-$ and $g_+$, respectively, where the linear function is minimized (ans
similarly when $s$ is odd by permuting $g_+$ and $g_-$).

Let $j_0, j_1, \ldots, j_m$ be the integer numbers such that $M_0 = \{0, 1, \ldots, j_0\}$, $\cup_{r=1}^s M_r =
\{ j_0 + 1, j_0 + 2, \ldots, j_s \}$, $s = 1, \ldots, m$, and $M_{m+1} = \{ j_m + 1, j_m + 2, \ldots, n + 1 \}$. Then,
the vectors $P_j \in \mathbb{R}^2$ for $j \in [n + 2]$ are Gale dual vectors of the coefficient matrix of
the following Viro polynomial system. We assume $a_{n+1} = 0$ and, hence, $x^{n+1} = 1.$
\begin{align}
\begin{bmatrix}
x^{a_j} = x^{a_0} & j = 1, \ldots, j_0 \\
x^{a_j} = 1 + h_1 x^{a_0} & j = j_0 + 1, \ldots, j_m \\
x^{a_j} = 1 & j = j_m + 1, \ldots, n.
\end{bmatrix}
\end{align}

(If $j_0 = 0$, there is no equation $x^{a_j} = x^{a_0}$.) We claim that the edges $E_s$ defined
above are in one-to-one correspondence with mixed cells $Z_s$ contained in the regular
mixed subdivision corresponding to the system (3.9). For $s = 0, \ldots, m$, set
\begin{equation}
Z_s = \sum_{j=1}^{j_s} \{ a_0, a_j \} + \sum_{j=j_s+1}^n \{ a_{n+1}, a_j \}.
\end{equation}

Note that each $Z_s$ is positively decorated by the coefficient matrix of (3.9). Viewing (3.9) as a
generalized polynomial system in the $n + 1$ variables $(x, t)$, we get $n$ equations whose associated supports are the following triangles and (possibly)
line segments in $\mathbb{R}^n \times \mathbb{R}$.
\begin{align}
\begin{bmatrix}
S_j = \{(a_j, 0), (a_0, 0)\}, & \text{if } j = 1, \ldots, j_0, \\
S_j = \{(a_0, 0), (0, 0), (a_0, h_j)\}, & \text{if } j = j_0 + 1, \ldots, j_m, \\
S_j = \{(a_j, 0), (0, 0)\}, & \text{if } j = j_m + 1, \ldots, n.
\end{bmatrix}
\end{align}

Consider the case $s > 0$ and assume that (3.8) is satisfied. Then,
\begin{equation}
\begin{bmatrix}
    u + h_j & < 0, \quad j = j_0 + 1, \ldots, j_s \\
    u + h_j & > 0, \quad j = j_s + 1, \ldots, j_m \\
    \sum_{j=0}^{j_s} b_j (u + h_j) & = 0.
\end{bmatrix}
\end{equation}

Using (3.12), we see that if $z \in \mathbb{R}^n$ satisfies the conditions
\begin{align}
\begin{bmatrix}
    \langle z, a_j \rangle = u, & \text{for } j = 0, \ldots, j_0 \\
    \langle z, a_j \rangle = u + h_j & \text{for } j = j_0 + 1, \ldots, j_s \\
    \langle z, a_j \rangle = 0 & \text{for } j = j_s + 1, \ldots, n
\end{bmatrix}
\end{align}

then, writing $\psi$ for the linear function given by the scalar product with $(z, 1)$, we get
\begin{equation}
\begin{bmatrix}
    \psi(a_j, 0) = \psi(a_0, 0), & \text{for } j = 0, \ldots, j_0 \\
    \psi(a_j, 0) = \psi(a_0, h_j) & < \psi(0, 0) = 0 & \text{for } j = j_0 + 1, \ldots, j_s \\
    \psi(a_j, 0) = \psi(0, 0) = 0 & < \psi(a_0, h_j) & \text{for } j = j_s + 1, \ldots, j_m \\
    \psi(a_j, 0) = \psi(0, 0) & & \text{for } j = j_m + 1, \ldots, n + 1
\end{bmatrix}
\end{equation}
which implies that $Z_s$ is a mixed cell of the mixed subdivision associated to the system (3.9). We now show that the existence of $z \in \mathbb{R}^n$ satisfying (3.13). Since $h_j = h_0 = 0$ for all $j \in M_0$, the first two lines of (3.13) are equivalent to

$$\langle z, a_j \rangle = u + h_j, \quad \text{for } j = 0, \ldots, j_s.$$

The system (3.13) consists of $n + 1$ equations. Let $j(s)$ be any element in $\{j_0 + 1, \ldots, j_s\}$. Forgetting the equation corresponding to $j = j(s)$ the system (3.13) has exactly one solution in $z$ since the $n$ vectors $a_j$ for $j \in \{0, \ldots, n\} \setminus \{j(s)\}$ are linearly independent. Then,

$$0 = \left\langle z, \sum_{j=0}^n b_j a_j \right\rangle = \sum_{j=0}^n b_j \langle z, a_j \rangle = \sum_{j=0}^{j_s} b_j \langle z, a_j \rangle$$

$$= b_{j(s)} \left( \langle z, a_{j(s)} \rangle - u - h_{j(s)} \right) + \sum_{j=0}^{j_s} b_{\ell}(u + h_{\ell})$$

$$= b_{j(s)} \left( \langle z, a_{j(s)} \rangle - u - h_{j(s)} \right),$$

where in the last equality we used (3.12). We conclude that $\langle z, a_{j(s)} \rangle = u + h_{j(s)}$, and thus $z$ is a solution of the whole system (3.13).

Consider now the case $s = 0$, and assume (3.7) is satisfied. Then we get $u = 0$ and $h_j > 0$ for all $j = j_0 + 1, \ldots, j_m$. Writing $\psi$ for the linear function given by the scalar product with $(0, 1)$ we get

$$\begin{cases} 
\psi(a_j, 0) = \psi(a_0, 0) & \text{for } j = 0, \ldots, j_0, \\
\psi(a_j, 0) = \psi(0, 0) = 0 < \psi(a_0, h_j) & \text{for } j = j_0 + 1, \ldots, j_m \\
\psi(a_j, 0) = \psi(0, 0) & \text{for } j = j_m + 1, \ldots, n + 1.
\end{cases}$$

(3.15)

which shows that $Z_0$ is a mixed cell of the mixed subdivision associated to the system (3.9). Using Lemma 3.2 we get the assertion about the number of positive solutions of the Viro polynomial system. We also obtain that there cannot be more positively decorated mixed cells since otherwise this Viro polynomial system would have (for $t > 0$ small enough) more than $m + 1$ positive solutions, which would contradict the upper bound (2.7).

Lemma 3.3 shows that the Euclidean volume of $Z_s$ is the absolute value of $\mu_{t_0}$. Finally, we have that $m = n$ if and only if $k = n$ and $\text{sgnvar}(\mu) = n$. Assuming $\mu_0 > 0$, we thus have $(-1)^j \mu_j > 0$, which implies that $(-1)^j b_j > 0$ for $j = 0, \ldots, n$. Therefore, we have

$$\sum_{j=0}^n |\mu_j| = \sum_{j=0}^n (-1)^j \mu_j = b_0 - (b_0 + b_1) + (b_0 + b_1 + b_2) - \ldots$$

$$= \begin{cases} 
\sum_{j \text{ even}} b_j & \text{if } n \text{ is even} \\
- \sum_{j \text{ odd}} b_j & \text{if } n \text{ is odd}
\end{cases}$$

which is equal to $\text{vol}_2(\mathcal{A}) = n! \text{vol}(\mathcal{A})$. \hfill \Box

3.3. The configuration space in case $n = 2$. We describe the partitioning of the moduli space of circuits which are the support of bivariate polynomial systems into equivalence classes describing the maximal number of positive solutions. For any circuit $\mathcal{A}$, the maximum value of $n_{\mathcal{A}}(C)$ (when it is finite) coincides by Theorem 3.4
with the maximum upper bound provided by Theorem 2.4. It follows that this maximum equals either 3 or 2. We depict in Figure 5 the configuration space of circuits $\mathcal{A}$. Each such support set $\mathcal{A}$ is determined (up to affine transformation) by a Gale dual $B = (b_0, b_1, b_2, b_3)^\top$ of the associated matrix $A$. Recall that all $b_j \neq 0$ because $\mathcal{A}$ is a circuit.

There is a real polynomial system supported on $\mathcal{A}$ with three positive solutions if and only if there exists an ordering of the indices $\{0, 1, 2, 3\}$ (i.e., a permutation $\sigma$) such that

$$b_{\sigma_0}(b_{\sigma_0} + b_{\sigma_1}) < 0 \quad \text{and} \quad b_{\sigma_0}(b_{\sigma_0} + b_{\sigma_1} + b_{\sigma_2}) > 0.$$  

As $|\mathfrak{S}_4| = 24$, the loci of support sets which admits three positive solutions is covered by 24 open polyhedral cones. But Theorem 2.4 implies that in this case $\text{sgnvar}(b_{\sigma_0}, b_{\sigma_1}, b_{\sigma_2}, b_{\sigma_3}) = 3$ for some $\sigma \in \mathfrak{S}_4$. Since $\sum_{j=0}^3 b_j = 0$ not all coefficients have the same sign. Then, there are two positive and two negative coefficients in this sequence. This implies that a necessary condition to ensure a sparse polynomial system with 3 positive solutions is simply

$$b_0 b_1 b_2 b_3 > 0,$$

but we need to moreover ensure that the sign variation of the corresponding sequence $\mu$ equals 2. It turns out that except for the special case $(b_0, b_1, b_2, b_3) = (-1, -1, 1, 1)$ (up to permutation $\sigma$ and rescaling) the condition (3.16) is sufficient to ensure a sparse polynomial system with 3 positive solutions.

Assume that $b_3 = 1$. As $b_0 = -b_1 - b_2 - b_3$, we are left with two coordinates $(b_1, b_2)$. The loci of support sets which admit three positive solutions consists of the open set

$$b_1 b_2 (1 + b_1 + b_2) < 0$$

with exception of the three points $(-1, -1), (1, -1)$ and $(-1, 1)$. This region is shown in blue in the left picture in Figure 5. The three exceptional points correspond to support sets $\mathcal{A}$ such that some sum (2.6) vanishes.

Dividing by the maximum of the absolute values of $b_0, \ldots, b_3$, they will all lie in the interval $[-1, 1]$. Therefore, up to permutation, each support set $\mathcal{A}$ admits a representative such that

$$-1 \leq b_0 \leq b_1 \leq b_2 \leq b_3 = 1.$$
Note that both $b_0 = -1 - b_1 - b_2$ and $b_1$ need to be negative, so (3.16) reduces to the simpler condition that $b_2 > 0$. The fundamental region is marked by a dotted line in the left picture in Figure 5, and has been magnified in the right picture in that figure.
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